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Abstract Equilibrium structure, vibrational frequencies,
and ionization energies of the para-benzyne radical anion
are characterized by coupled-cluster and equation-of-motion
methods. Vibronic interactions with the low-lying excited
state result in a flat potential energy surface along the cou-
pling mode and even in a lower-symmetry C2v structures.
Additional complications arise due to Hartree–Fock instabil-
ities and near-instabilities. The magnitude of vibronic inter-
actions was characterized by geometrical parameters, charge
localization patterns and energy differences between the D2h

and C2v structures. The observed trends suggest that the
C2v minimum predicted by several theoretical methods is
an artifact of incomplete correlation treatment. The com-
parison between the calculated and experimental spectrum
confirmed D2h structure of the anion, as well as accuracy of
the coupled-cluster and spin-flip structures, frequencies and
normal modes of the anion and the diradical. Density func-
tional calculations (B3LYP) yielded only a D2h minimum,
however, the quality of the structure and vibrational frequen-
cies is poor, as follows from the comparison to high-level
wave function calculations and the calculated spectrum. The
analysis of charge localization patterns and the performance
of different functionals revealed that B3LYP underestimates
the magnitude of vibronic interactions due to self-interaction
error.
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1 Introduction

Para-benzyne [1], an intermediate in Bergman cyclization
[2], is believed to be a warhead in antitumor enediyne anti-
biotics [3–5] due to its ability to cause double-strand DNA
cleavage and self-programmed cell death or apoptosis [6,7],
and extensive studies have been carried out in the past 20
years to understand the factors that control the reaction [8–
10]. Originally, it was interest in para-benzyne electronic
structure that motivated the development of procedures to
generate the corresponding anion for use in photoelectron
spectroscopy experiments [11,12]. Recent studies suggested
that anionic cycloaromatization reactions are also feasible
[13,14] including the anionic version of the Bergman cycli-
zation[15]. Larger sensitivity to substituents [15] suggests
that the reactions of the anions might be designed to be more
selective than the prototypic non-anionic Bergman cycliza-
tion, important for their applications in cancer-DNA damag-
ing drugs.

Previous theoretical studies of the para-benzyne anion
[16] predicted strong vibronic interactions (often referred to
as pseudo or second-order Jahn–Teller effect) that produce
a lower symmetry C2v structure in addition to the D2h mini-
mum. The energy difference between the two structures was
found to be highly sensitive to the correlation method, with
higher-level models favoring D2h. The analysis of the photo-
electron spectrum of the anion [12] supported the assignment
of the D2h symmetry, and it was concluded that the lower
symmetry structures are artifacts of incomplete correlation
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treatment, a well known phenomenon in electronic structure
[17]. Interestingly, density functional calculations produced
only D2h structures, which was regarded as success of DFT
methodology and the authors concluded that “this level of
theory is particularly well-suited for computational studies
of distonic radical anions derived from diradicals” [16]. The
robust behavior of DFT in cases of symmetry breaking has
been noted by other researchers as well [18].

The goal of this work is to investigate the performance of
coupled-cluster (CC) and equation-of-motion (EOM) meth-
ods in this challenging case of strong vibronic interactions
and to assess the quality of the ab initio and DFT results
by comparing the calculated photoelectron spectrum with
the experimental one. We quantify the symmetry lowering
by the selected geometrical parameters, charge distributions,
and relative energies. In addition, the shape of the potential
energy surface along the symmetry breaking coordinate is
analyzed. We also present an efficient scheme for calculating
ionization energies (IEs) of the anion in the spirit of isodes-
mic reactions.

Several recent studies [19–21] discussed different aspects
of symmetry breaking in electronic structure calculations dis-
tinguishing between: (i) purely artefactual spatial and spin
symmetry breaking of approximate wave functions, i.e.,
Löwdin dilemma [22]; (ii) real interactions between closely-
lying electronic states that result in lower-symmetry struc-
tures, significant changes in vibrational frequencies (see Fig.
1 from Ref. [21]), and even singularities (first order poles)
in force constants (e.g., Fig. 3 from Ref. [20]). While the
latter is a real physical phenomenon, it may or may not be
accurately described by an approximate method. If vibronic
interactions are overestimated, calculations may yield incor-
rect lower-symmetry structure, and vice versa.

Formally, the effect of the interactions between electronic
states on the shape of potential energy surface can be
described [20] by the Herzberg–Teller expansion of the
potential energy of electronic state i :
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where Qα denotes normal vibrational modes, wave functions
�k and energies Ek are adiabatic wave functions and elec-
tronic energies at Qα = 0. The last term, which is quadratic
in nuclear displacement — hence second-order Jahn–Teller,
describes vibronic effects. For the ground state, i.e., when
E j > Ei , it causes softening of the force constant along Qα ,

which may ultimately result in a lower symmetry structure,
e.g., see Fig. 1 from Ref. [21]. The above mentioned poles
in force constants originate in the energy denominator.

The formal analysis of the CC and EOM-CC second deriv-
atives by Stanton [20] demonstrated that the quadratic force
constant of standard coupled-cluster methods, e.g., coupled-
cluster with singles and doubles (CCSD), necessarily con-
tains unphysical terms, which may become significant and
spoil the CC force constant in the cases of strongly interact-
ing states. Nevertheless, the standard CC methods are quite
reliable for systems exhibiting pseudo Jahn–Teller interac-
tions, as follows from Refs. [20,21], as well as a host of
numerical evidence. EOM-CC methods, on the other hand,
provide most satisfactory description of the interacting states
[20], not at all surprising in view of a multistate nature of
EOM. It should be noted that both CC and EOM-CC may
exhibit spurious frequencies if the orbital response poles, i.e.,
coupled-perturbed Hartree–Fock (CPHF) poles, are present
due to near-instabilities in the reference, a condition closely
related to (i). Perturbative corrections, e.g., as in CCSD(T),
do not provide systematic improvement, and often result in
wider instability volcanoes [19].

By analyzing the properties of linear response of multi-
configurational SCF (MCSCF) and the relationship between
response equations and poles’ structure, Stanton dispelled a
common misconception of relying on multi-reference treat-
ment of systems with strong vibronic interactions [20]. Using
the same arguments, he also concluded that DFT describes
pseudo Jahn-Teller effects reasonably well. While some
numerical evidence [18] seems to support this conclusion,
other examples [21] indicated that DFT (B3LYP) tends to
underestimate the magnitude of vibronic interactions. Our
results are in favor of the latter, and we attribute this behav-
ior to self-interaction error.

The structure of the paper is as follows. The next sec-
tion describes molecular orbitals (MOs) and relevant elec-
tronic states of the para-benzyne anion, as well as the nature
of vibronic interactions in this system. Section 3 outlines
computational details. Section 4 discusses the competition
between lower and higher symmetry structures at different
levels of theory. Photodetachment spectra are presented in
Sect. 5. Different computational strategies for calculating IEs
are discussed in Sect. 7. Our final remarks are given in the
last section.

2 Molecular orbital picture and the origin of vibronic
interactions in the para-benzyne anion

The frontier MOs of the para-benzyne anion and the dirad-
ical are shown in Fig. 1. At D2h, the two orbitals belong
to different irreps, b1u and ag, and their density is equally
distributed between the two radical centers (C1 and C4). At

123



Theor Chem Account (2008) 120:45–58 47

C2v, both orbitals become a1, and their densities are local-
ized at different carbons. As in the benzyne diradical, the
lowest MO, which hosts two electrons in the anion, is of
anti-bonding character with respect to C1–C4, whereas the
singly occupied MO is bonding. In the case of the diradi-
cal, three singlet states and one triplet state are derived from
different distributions of two electrons on these two orbi-
tals: X1Ag, 21Ag, 11B1u, 23B1u. The ground singlet state
belongs to the same irrep as the doubly excited singlet, and
both have significant multi-configurational character. Like-
wise, distributing three electrons on these two orbitals in the
anion gives rise to two electronic configurations shown in
the lower panel of Fig. 1. At D2h, these two determinants are
of different symmetry and correspond to two distinct elec-
tronic states, X2Ag and 2B1u, separated by the energy gap
of about 0.95 eV, as calculated by EOM-CC for electron-
attached states (see below). At C2v, both determinants are
of A1 symmetry and, therefore, can interact. This interaction
increases the energy separation between the two electronic
states that acquire multi-configurational character and, there-
fore, “softens” the corresponding normal mode in the lower
state. If the interaction is sufficiently strong, that is, if the
coupling matrix element is large relative to the energy gap
between the interacting states, the lower potential energy sur-
face (PES) may develop a lower symmetry minimum. In other
words, lowering symmetry stabilizes the lowest electronic
state through configurational interaction, and this is the driv-
ing force for symmetry breaking.

This analysis of the wave functions of interacting states
complements the lessons learned from Eq. (1) and poles’
structure of quartic force constants [20,21]. For example, it
shows that two factors are important for accurate description
of systems with considerable vibronic interactions: (i) bal-
anced description of several possibly multi-configurational
wave function (non-dynamical correlation); and (ii) quantita-
tive accuracy in describing excited state ordering (dynamical
correlation). Unbalanced treatment may overemphasize the
magnitude of vibronic interaction and, therefore, may lead
to so-called artefactual symmetry breaking [17]. While (i)
can be achieved by multi-configurational self-consistent field
(MCSCF), (ii) is much more difficult to satisfy. For exam-
ple, MCSCF exhibits artificial symmetry breaking in NO3,
which is removed when dynamical correlation is included
[23]. Ground-state coupled-cluster methods, e.g., CCSD or
CCSD(T), may fail due to the insufficient description of
non-dynamical correlation, as it happens in NO3 [24,25],
although they often tackle such challenging systems success-
fully [26].

The analysis of the MOs and the electronic states of the
para-benzyne anion (Fig. 1) suggests a moderate multi-
configurational character of the ground state wave function,
and this is confirmed by EOM-EA amplitudes (as calculated
at EOM-EA-CCSD/6-311+G**) For the D2h structure, the
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Fig. 1 Frontier MOs and leading electronic configurations of the two
lowest electronic states at D2h and C2v structures

EOM coefficient of the leading configuration (the Ag

deteminant from Fig. 1 and 2) is 0.86. The three next impor-
tant configurations have weights of 0.28, 0.26 and 0.07. Like-
wise, for the C2v structure the weights of the four leading
configurations are 0.87, 0.27, 0.16 and 0.15. The EOM-SF-
CCSD/6-311+G** amplitudes are similar: the weights of
the leading configurations are 0.81 and 0.80 for the D2h

and C2v structures, respectively. This confirms minor multi-
configurational character of the para-benzyne anion. For
comparison, the weights of the four leading configurations of
the singlet para-benzyne diradical, which is a truly multicon-
figurational system, are 0.57, 0.38, 0.32 and 0.31 and the two
leading configurations are double excitations with respect to
each other. Thus, we expect ground-state CC methods to be
capable of treating C6H−

4 reasonably well, unlike heavily
multiconfigurational wavefunctions, as those of the singlet
diradicals [24].

The EOM methods that simultaneously include both
dynamical and non-dynamical correlation are particularly
attractive for the systems with vibronic interactions. More-
over, as formal analysis of Stanton shows, the pole structure
of the exact force constant of Eq. (1) is correctly reproduced
within EOM-CC formalism. From the configuration interac-
tion point of view, the balanced description of two impor-
tant determinants from Fig. 1 is easily provided by several
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Fig. 2 The two lowest electronic states of C6H−
4 can be described by:

(i) EOM-IP with the dianion reference; (ii) EOM-EA with the triplet
neutral p-benzyne reference; (iii) EOM-SF with the quartet p-benzyne
anion reference

EOM-CC methods, i.e., ionization potential, electron-
attachment, and spin-flip EOM-CC (EOM-EA, EOM-IP, and
EOM-SF, respectively), as explained in Fig. 2. All three EOM
models include dynamical correlation as well. Their reliabil-
ity depends on how well the corresponding reference state is
described by the single-reference CCSD method and possible
(near)-instabilities of the Hartree–Fock references.

3 Computational details

Two basis sets were employed in this work. All the geometry
optimizations, frequency calculations and most single point
calculations were performed with the 6-311+G** [27,28]
basis. Additional single point calculations of IEs used the
aug-cc-pVTZ [29] basis.

The choice of reference in our calculations requires addi-
tional comments. The ground-state methods [i.e., MP2,
CCSD, CCSD(T)], which employ 2Ag reference, were con-
ducted using pure-symmetry ROHF and UHF references.
The < S2 > values for UHF were 0.869 and 1.226 at D2h

and C2v, respectively. The stability analysis revealed several
symmetry-breaking triplet instabilities at D2h. The lowest-
energy UHF solution is heavily spin-contaminated, < S2 >=
1.248, and is also of broken symmetry. When employed in
the CCSD calculations, the lower-energy broken-symmetry
UHF reference yielded higher correlated energies, in agree-
ment with our experience (see also footnote 17 in Ref. [20]).
Thus, we consider symmetry-pure UHF references to be
more appropriate in CC calculations, even though this results
in cusps in the PES scans along the D2h→ C2v distortion.
Using symmetry-broken reference at D2h yields continuous
curves. In the cases of moderate spin-contamination (as for

pure-symmetry UHF references), CCSD is orbital insensitive,
however, the (T) correction is often more reliable for ROHF
(see, for example, results from Ref. [30]). The optimized-
orbital CC models avoid ambiguity of the reference choice
for non-variational CCSD, and, in view of UHF instabilities,
we consider optimized orbitals coupled-cluster with dou-
bles (OO-CCD) reference to be most appropriate (among
the ground-state CC methods) for this system.

References for the EOM calculations (see Fig. 2) were
not well behaved either. The closed-shell 1A1 reference for
EOM-IP corresponds to the C6H2−

4 dianion, which is
unstable. This caused severe convergence problems and we
abandoned EOM-IP treatment. The EOM-EA calculations
employed the 3B1u state (3A1 at C2v) of the diradical. Unex-
pectedly, the corresponding UHF reference develops strong
spin contamination at relatively small displacements from
D2h: for example, < S2 >=2.026 and 2.468 and D2h

and C2v, respectively. This compromises the reliability of
EOM-EA-CCSD at C2v. The problem can be resolved by
performing the EOM-EA calculations using the OO-CCD
triplet reference (EOM-EA-OD). The EOM-SF calculations
employ the 4B1u reference (4A1 at C2v), which can be derived
from the 3B1u configuration by placing an additional electron
on a σ -like ag orbital. Despite the similarity to the parent trip-
let, the quartet reference has been found to be well behaved
throughout the whole range of the D2h→C2v distortions, e.g.,
< S2 >=3.776 and 3.779 and D2h and C2v, respectively.

Optimized geometries were obtained at the UHF, ROHF,
UHF-CCSD [31], UHF-CCSD(T) [32], OO-CCD [31,33],
EOM-EA-CCSD [34], EOM-SF-CCSD [35,36], and B3LYP
[37] levels of theory. The latter two methods have produced
only D2h structures. For all other methods, two minima were
found, and the C2v-D2h energy differences �E’s were calcu-
lated from the corresponding total energies. In addition, �E’s
were calculated by a variety of methods at the UHF-CCSD
optimized geometries. The lowest electronically excited
states for C2v and D2h structures where computed by EOM-
EA-CCSD at the ground state geometries optimized at the
same method. We also performed the UHF-CCSD, UHF-
CCSD(T), OO-CCD, OO-CCD(T), EOM-EA-CCSD, EOM-
SF-CCSD and EOM-EA-OD PES scans along the D2h-C2v

displacement coordinate R(x) defined as:

R(x) = (1 − x) × r(D2h) + x × r(C2v) (2)

where x is a fraction of C2v structure and vector r denotes
Cartesian coordinates of the D2h and C2v structures.

The photodetachment spectra were calculated within dou-
ble harmonic and parallel normal modes approximations
(using normal modes of the anion) by program PES [38]. In
all spectra calculations, we employed the SF-DFT geometry
and frequencies of the singlet state of the diradical [39], while
the triplet state was described by CCSD. For the anion, we
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Fig. 3 D2h structures optimized at different levels of theory

used UHF-CCSD and B3LYP geometries and harmonic
vibrational frequencies.

Charge distributions were obtained from the natural bond
orbital (NBO) analysis [40]. Dipole moments were computed
relative to the molecular center of mass. The Mulliken con-
ventions [41] for symmetry labels were used: for both C2v

and D2h, the plane of the molecule is YZ and the Z -axis
passes through the two carbons that host the unpaired elec-
trons. Electronic structure calculations were performed using
Q-Chem [42] and ACES II [43].

4 Equilibrium structures, charge distributions, and the
D2h→ C2v potential energy profiles at different levels
of theory

This section discusses the D2h and C2v optimized structures,
respective energy differences, PES scans, as well as changes
in charge distributions upon symmetry lowering. As pointed
out by Nash and Squires [16], most theoretical methods pre-
dict two minima on the PES, with D2h and C2v symmetries.
As follows from the MOs (see Fig. 1), the latter structures
are characterized by a localized charge, i.e., are of a distonic
type.

The optimized D2h structures are presented in Fig. 3.
Figure 4 summarizes differences between the D2h and C2v

structures calculated at different levels of theory. For cou-
pled-cluster methods, the changes in geometries between
different levels of theory (Fig. 4) are not significant and
are smaller for the D2h structure than for C2v. For example,
the variation in bond lengths and angles for D2h structures
are below 0.02 Å and 2◦, respectively. The differences are
larger for the C2v structures, possibly because of larger spin-
contamination of the doublet and triplet UHF references. The
D2h structures calculated by the CC methods with double
substitutions, i.e., CCSD, OO-CCD, EOM-EA-CCSD, and
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Fig. 4 CCC angles, bonds lengths and the distances between the
radical-anion centers calculated by different coupled-cluster methods
and B3LYP

EOM-SF-CCSD, are very close to each other, which is reas-
suring in view of the instability of the doublet UHF refer-
ence. The changes in the bond lengths and angles between
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CCSD(T) and CCSD are within 0.01 Å and 1◦, which is con-
sistent with typical differences for well behaved molecules
(Ref. [44]). The largest change due to (T) is observed for the
distance between the radical centers. The B3LYP structure
is considerably different, e.g., the corresponding C1–C4 dis-
tance is 0.035 Å shorter than the CCSD(T) value. The above
trends suggest that the accuracy of the CC structures is not
affected by the HF instabilities and vibronic interactions, and
question the reliability of B3LYP results.

The comparison between the D2h and C2v structures
allows one to quantify the degree of symmetry lowering at
each level of theory. For example, the magnitude of C2v dis-
tortions can be characterized by the difference between C1–
C2 and C3–C4, which are identical in D2h. As shown in Fig. 4,
the difference in C1–C2 between the D2h and C2v structures is
largest for CCSD and OO-CCSD and is reduced by the inclu-
sion of triples. At the EOM-EA-CCSD level, it shrinks even
further. The C1–C2 −C2–C3 difference, as well as difference
in the C1 and C4 angles, follows the same trend. Thus, the
magnitude of symmetry breaking is smaller for higher-level
methods, or methods that use better references. This, along
with the absence of a C2v minimum at the EOM-SF-CCSD
level, suggests that its occurrence is artefactual.

The degree of symmetry breaking can also be quantified
by the charge localization, which gives rise to a non-zero
dipole moment shown in Fig. 5. The corresponding atomic
charges calculated using the NBO procedure are consistent
with the dipole moment changes, except for ROHF, which
may be an artifact of the NBO analysis. In agreement with
the trends in structural changes, the charge localization is
smaller for more correlated wave functions. Interestingly, the
overall dipole moment decreases in spite of increased C1–C4

distance. Thus, the charge localization patterns also suggest
that the symmetry lowering is an artifact of an incomplete
treatment of electron correlation.

Finally, symmetry lowering can be characterized by
energy differences (�E’s) between the D2h and C2v struc-
tures summarized in Table 1 and Fig. 6. In addition, several
PES scans are shown in Fig. 7. The first part of the table and
the upper panel of Fig. 6 summarize single point calcula-
tions at the CCSD optimized structures, while the second part
and the lower panel of Fig. 6 present energy differences cal-
culated using the respective optimized structures. All �E’s
from Table 1 and Fig. 6 are calculated using symmetry-pure
UHF references at D2h (see Sect. 3). Figure 7 shows both the
symmetry-pure and symmetry-broken CCSD/CCSD(T) val-
ues at D2h. For these methods, the correct-symmetry refer-
ence yields lower correlated energies, which results in cusps
on the PESs (see Sect. 3). OO-CCD has only one solution at
D2h minimum, and the respective curves are smooth.

Similarly to the trends in structures and charge localiza-
tion, the energy difference between the D2h and C2v

structures is also very sensitive to correlation treatment, in
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Fig. 5 The NBO charge at C1 (top panel) and dipole moments
(bottom panel) at the optimized C2v geometries. The ROHF-CCSD and
ROHF-EA-CCSD values are calculated at the geometries optimized by
the corresponding UHF-based methods

agreement with earlier studies [16]. UHF and ROHF place
the C2v structure significantly lower (by about 1 eV), than the
D2h one, while MP2 gives the almost exactly opposite result.
At higher level methods, the energy difference becomes much
smaller. At the CCSD and OO-CCD levels, the C2v structure
is just a little (<0.1 eV) more stable than the D2h one. Finally,
(T) correlation at the CCSD or OO-CCD levels changes
the balance and the D2h structure becomes the global min-
imum. Similarly, at the EOM-EA-CCSD level, D2h is also
the lowest minimum. The B3LYP and EOM-SF PES do not
have a C2v minimum. Overall, the PES along this distortion
is rather flat (due to vibronic interactions): the most reli-
able estimates of �Es between the two CCSD optimized
minima range between 0.05 eV (EOM-SF-CCSD) and 0.08
eV [CCSD(T) and OO-CCD(T)]. Optimized-orbital and reg-
ular CC methods give similar energy orderings, although
OO-CCD and OO-CCD(T) place the D2h structure a little
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Table 1 Energy differences between the C2v and D2h minima (eV) in
the 6-311+G** basis set

Method UHF ROHF

At UHF-CCSD optimized geometries

HF −0.999 −1.049

MP2 1.191 0.887

CCSDa −0.046(−0.116) −0.130

CCSD(T)a 0.140(−0.052) 0.077

B3LYP 0.070

5050b −0.149

OO-CCD −0.096

OO-CCD(T) 0.081

EOM-EA-CCSD 0.086

EOM-EA-OD 0.050

EOM-SF-CCSD 0.052

At the geometries optimized by the corresponding method

HF −0.971 −1.039

5050 −0.136

CCSD −0.046

CCSD(T) 0.140

OO-CCD −0.097

EOM-EA-CCSD 0.071

Negative values correspond to the C2v minimum being lower. ZPEs
are not included.
a Calculated using symmetry-pure and symmetry-broken (values in
parenthesis) doublet UHF references at D2h
b DFT functional with 50% of the HF exchange

higher than the corresponding CC methods based on the
Hartree–Fock reference. EOM-SF behave similarly to
EOM-EA.

Similar trends, although with larger variations, were
observed for multi-reference methods, e.g., MCSCF and
CASPT2. The previous study [16] reported the energy differ-
ences between the C2v and D2h structures calculated by multi-
reference methods as −0.286 eV for MCSCF(9,8)/cc-pVDZ
and 0.388 for CASPT2N/cc-pVDZ. Thus, only when dynam-
ical correlation is included in a multi-reference method, the
D2h structure becomes the lowest in energy.

As follows from Table 1, using different optimized geom-
etries has only a minor effect on �E’s. For example, the
energy differences calculated at the CCSD optimized geom-
etries are within 0.03 eV to those calculated using the struc-
tures optimized at the same level of theory, and the observed
trends are the same.

Thus, the presented �E’s exhibit the same trend as the
optimized geometries and charge localization patterns — the
more correlation we add the more stable the D2h structure
becomes.

Energy profiles from Fig. 7 give more detailed informa-
tion on the shape of the PES. Due to the HF instabilities, the
CCSD and CCSD(T) curves are discontinuous, unless the
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Fig. 6 Energy differences between the C2v and D2h structures
(6−311+G** basis). Upper panel calculated using the UHF-CCSD
optimized geometries. MCSCF and CASPT2N employ the MCSCF
geometries and are from Ref. [16]. Lower panel calculated at the respec-
tive optimized geometries

symmetry-broken UHF reference is used at D2h. Apart from
the cusp, the shapes of the OO-CCD and CCSD curves are
surprisingly similar. The difference becomes more profound
when triples are included: the OO-CCD(T) curve smoothly
descends towards the D2h minimum, while the CCSD(T)
curve is gradually climbing up all the way till the final drop
at D2h. Even though the corresponding D2h→ C2v �E’s
are close, the shape of the EOM-SF-CCSD and OO-CCD(T)
curves are quite different: the former is much flatter at D2h

than the latter. The EOM-EA-CCSD curve parallels EOM-
SF-CCSD around D2h, but soon becomes spoiled by the
instability in the triplet reference. Using optimized orbitals
triplet reference solves the problem of HF instability and the
EOM-EA-OD curve is very similar to the EOM-SF-CCSD
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Fig. 7 The potential energy profiles along the D2h-C2v scans. At the
D2h structure, CCSD and CCSD(T) energies are calculated using sym-
metry-broken and pure-symmetry UHF references (see Sect. 3)

one. The B3LYP curve is steeper than the EOM-SF one, con-
sistent with large value of the corresponding frequency (see
next section). Overall, Fig. 7 demonstrates that describing
the shape of PES is more challenging than calculating energy
difference between two minima. One should expect consider-
able differences in the corresponding vibrational frequency.
Note that the analytic CCSD or CCSD(T) frequencies would
differ dramatically from those calculated by finite differ-
ences: the analytic frequencies will characterize the curvature
of the PES corresponding to the symmetry-pure reference,
whereas finite difference calculations will sample the cusp.

To conclude, the analysis of the equilibrium structures,
charge distributions, and energy differences calculated at
different levels of theory suggests that the C2v minimum is
an artifact of incomplete treatment of electron correlation
and HF instabilities in the doublet or triplet references. The
strong vibronic interactions result in rather flat PES along
the D2h→ C2v distortion. In the next section, we present our
calculations of the photoelectron spectrum, which allows us
to assess the quality of calculated geometries and to unam-
biguously determine the symmetry of the anion (Fig. 8).

5 Vibrational frequencies and the photoelectron
spectrum of para-C6H−

4

Photoelectron spectroscopy is a very sensitive structural tool.
The spectra depend on equilibrium geometries, frequencies
and normal modes of the initial (radical anion) and target (di-
radical) states. The equilibrium geometries were discussed
in the previous section. The vibrational frequencies of the
anion (at D2h) and the diradical are given in Table 2. The
CCSD and B3LYP frequencies of the anion appear to be sim-
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Fig. 8 Energy differences between the D2h and C2v minima (using the
CCSD structures) calculated using different density functionals

ilar, except for the lowest b1u mode that describes D2h→C2v

displacements and is most affected by vibronic interactions.
This mode also exhibits the largest change relative to the
neutral, i.e., it is considerably softer in C6H−

4 . The B3LYP
frequency is 40% higher than the CCSD value, in favor of
our assumption that B3LYP underestimates the magnitude
of vibronic interaction. Unfortunately, the only significant
vibrational progressions present the Franck–Condon factors
(see Sect. 3) are those for fully-symmetric normal modes that
exhibit displacements relative to the anion. Modes with sig-
nificant frequency change, such as the above b1u mode, yield
much smaller features that are likely to be buried under major
progressions, as it happens for the para-benzyne anion.

The electron photodetachment spectrum of the
para-benzyne radical anion reported by Wenthold and
coworkers [12] consists of the two overlapping bands cor-
responding to the singlet (X1Ag) and triplet (3B1u) states of
the diradical with the origins, i.e., electron affinities (EAs),
at 1.265 ± 0.008 and 1.430 ± 0.015 eV, respectively. Long
vibrational progressions for frequencies at 635 ± 20 and
990 ± 20 cm−1 (assigned to the singlet band), at 610 ± 15
and 995 ± 20 cm−1 (assigned to the triplet band), as well
as a hotband at 615 ± 30 cm−1 were reported. For both the
singlet and the triplet bands, the lower (about 600 cm−1)
and the higher (about 1,000 cm−1) energy progressions were
assigned to symmetric ring deformation and ring breathing,
respectively. These bands, four lowest ag vibrations, are also
present in all the computed spectra. Including the lowest b1u

mode resulted in very small features, completely obscured
by the dense lines of major progressions.

In the original paper [12], the normal displacements were
derived from the fitting procedure. Table 3 and Fig. 9 compare
these values with the shifts computed in this work from the

123



Theor Chem Account (2008) 120:45–58 53

Table 2 Vibrational frequencies of the para-benzyne radical anion and
the diradical

Symmetry X2A1
a X2A1

b a3B1u
a X1A1

c

ag 3137 3085 3221 3317

ag 1471 1434 1565 1440

ag 1189 1175 1166 1202

ag 992 981 1028 1065

ag 624 631 615 660

au 879 917 920 994

au 380 398 368 450

b1g 691 721 810 722

b2g 1120 890 871 961

b2g 647 601 437 616

b3g 3114 3061 3207 3302

b3g 1579 1549 1652 1738

b3g 1297 1284 1300 1327

b3g 608 612 585 597

b1u 3111 3056 3206 3300

b1u 1445 1425 1471 1511

b1u 1071 1060 1046 1101

b1u 452 639 947 973

b2u 3136 3082 3220 3316

b2u 1331 1332 1375 1448

b2u 1189 1203 1267 1254

b2u 1027 1020 1081 1076

b3u 715 718 753 796

b3u 422 447 400 477

a Calculated at UHF-CCSD/6-311+G**
b Calculated at B3LYP/6-311+G**
c From Ref. [39], SF-5050/6-31G**

Table 3 Displacements in normal modes upon ionization, A ∗ √
amu

Method Singlet Triplet

νa
5 νb

4 νa
5 νb

4

Exp. fitc] −0.44 −0.14 0.76 −0.12

CCSDd −0.49 −0.21 −0.69 −0.09

CCSD(T)d −0.50 −0.27 −0.71 −0.14

EOM-EA-CCSDd −0.49 −0.22 −0.70 −0.10

OO-CCDd −0.49 −0.21 −0.69 −0.09

DFT/B3LYPd −0.47 −0.17 −0.67 −0.05

DFT/B3LYPe −0.40 −0.29 −0.60 −0.23

a Ring deformation
b Ring breathing
c Ref. [12]
d using the CCSD normal modes
e using the DFT/B3LYP normal modes

corresponding D2h optimized geometries and normal modes
of the anion. The triplet and the singlet states of the diradical
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Fig. 9 Displacements along the normal modes upon ionization (D2h
structure)

are described by the CCSD and spin-flip DFT methods,
respectively (see Sect. 3). The computed CCSD shifts are
very close to those derived from the experiment. Values
obtained with the CCSD normal modes and different equilib-
rium structures [e.g., CCSD(T), EOM-EA-CCSD, OO-CCD,
and B3LYP] are quite similar to each other. However, the
full B3LYP shifts (the last line in Table 3), i.e., those com-
puted using the B3LYP normal modes and B3LYP equilib-
rium structures, are much larger for the ring breathing mode,
which will result in a longer progression.

Finally, Fig. 10 compares the calculated and experimental
photodetachment spectra. The upper panel of Fig. 10 shows
the singlet and triplet bands of the spectrum for the D2h struc-
tures calculated using the CCSD description of the anion. To
compare with the experimental spectrum, the scaled inten-
sities of the singlet and triplet bands were added together.
Two scaling coefficients were determined from the follow-
ing conditions: (i) the combined spectrum is normalized to
1; and (ii) the intensity of peak number 3 in the experimental
and the calculated spectra coincide. The experimental spec-
trum was normalized to 1 as well. The bottom part of Fig. 10
compares the computed D2h and the experimental spectra.
The agreement between the two spectra is excellent: the com-
puted spectrum has the same features as the experimental one
and differs only slightly in the peaks’ intensities. Figure 11
shows the spectrum calculated for the C2v CCSD structure,
which is markedly different — it features additional progres-
sions that are not present in the experimental spectrum. They
correspond to the ring deformation band and the combina-
tion bands involving this mode. To conclude, an excellent
agreement between the spectrum calculated using the D2h

structure and the experimental one, along with significant
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Fig. 10 Top Singlet (solid line) and triplet (dotted line) bands of the
electron photodetachment spectrum for D2h using the CCSD equilib-
rium geometries and frequencies of the anion. Bottom the experimental
(solid line) and the calculated (dotted line) spectra for D2h using the
CCSD structure and normal modes

differences between D2h and C2v, unambiguously proves
the D2h structure of the para-benzyne radical anion. More-
over, it also confirms high quality of the CCSD equilibrium
structure and frequencies for the anion, as well as the accu-
racy of the spin-flip description of the diradical. We also
calculated the spectrum using the B3LYP optimized geom-
etries and frequencies for p-C6H−

4 (and the same structures
and frequencies for the diradical, as above). The resulting
spectrum (Fig. 12) has significantly different ratio of inten-
sities for the two main bands and much longer progressions.
Thus, even though DFT correctly predicts symmetry of the
para-benzyne radical anion, the overall structure is of poor
quality. The reasons for this are discussed below.
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Fig. 11 The experimental (solid line) and the calculated (dotted line)
spectra for C2v using the CCSD structure and normal modes

1.2 1.4 1.6 1.8 2.0 2.2 2.4

In
te

ns
ity

Electron bindinge nergy, eV

Fig. 12 The experimental (solid line) and the calculated (dotted line)
spectra for D2h using the B3LYP structure and normal modes

6 DFT self-interaction error and vibronic interactions

The analysis of equilibrium structures, charge localization,
and energy differences between D2h and C2v structures pre-
sented in Sect. 4 demonstrated that the magnitude of sym-
metry breaking decreases when higher level methods are
employed. Moreover, the PES scans and the analysis of UHF
references strongly suggest that the existence of a C2v min-
imum is an artifact. Indeed, EOM-SF-CCSD, the only CC
method that employs a well-behaved UHF reference (that is,
symmetry-pure, not strongly spin-contaminated and stable),
yields only a D2h minimum and a smooth PES. The EOM-
EA-OD potential energy profile parallels the EOM-SF one.
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Finally, modeling of the photoelectron spectrum ruled out the
C2v structure. Thus, we conclude that symmetry breaking in
p-C6H−

4 is purely artefactual.
DFT/B3LYP appears to be more robust with respect to

this artefactual symmetry breaking as it yields only a D2h

structure. The important question is why, and whether or
not one should consider DFT a reliable tool for modeling
systems with strong vibronic interactions. Detailed bench-
mark studies (e.g., Ref. [18]) provide many examples of DFT
giving “the right answer” for difficult symmetry breaking
systems. Stanton explained these observations by making
connections between DFT response theory, TD-DFT excita-
tion energies and their Tamm–Dancoff approximation
(footnote 23 in Ref. [20]), and concluded that DFT describes
pseudo Jahn–Teller effects reasonably well “for the right rea-
son”, that is, because the poles appear in approximately the
right places. Other examples, however, suggested that DFT
might actually underestimate the magnitude of vibronic inter-
actions [21]. To complicate matters even further, we would
like to mention the dehydro-meta-xylylene anion (DMX−)
for which DFT yields low symmetry (Cs or C2) equilibrium
geometries [26], while wave function based methods predict
planar C2v structures [45].

To gain insight, we begin by analyzing the character of
interacting electronic states in p-C6H−

4 and DMX− at sym-
metric and symmetry-broken geometries. As described in
Sects. 2 and 4, the two interacting states of p-C6H−

4 have
the excess charge equally delocalized between two radical
centers (C1 and C4) at D2h, whereas C2v distortions result
in the charge localization at one of the carbons. DMX−
shows exactly the opposite behavior [45,26]: at the planar
C2v geometries, most of the excess charge resides on the σ -
radical center, whereas C2 or Cs displacements facilitate the
flow of the charge into the π -system. Thus, in both cases
B3LYP favors the structures with more delocalized excess
charge, which immediately brings about the infamous H+

2
example [46]. While HF dissociation curve for a one-electron
H+

2 is exact, many DFT methods result in quasi-bound poten-
tial energy curves and with errors as large as 50 kcal/mol!
This happens because DFT over-stabilizes the solutions with
an electron being equally split between the two hydrogens,
which is an artifact of self-interaction error (SIE) present in
many functionals [47–49]. SIE is considerably larger in sys-
tems with odd number of electrons. Self-interaction energy,
Coulomb interaction of an electron with itself, is always pos-
itive, and electron delocalization lowers its magnitude thus
causing artificial stabilization of delocalized configurations.
Other well understood examples of artificial stabilization of
delocalized states due to SIE include underestimated barri-
ers for radical reactions, dissociation of cationic radicals, and
mixed-valence transition metal dimers [49].

As shown in Ref. [48], the magnitude of SIE in H+
2 strongly

depends on the distance between the atoms, varying from a

negligibly small value around the equilibrium to 55 kcal/mol
(B3LYP) at the dissociation limit. The charge-bearing radi-
cal centers in the para-benzyne radical anion are 2.9 Å apart.
At this distance, the H+

2 curve exhibits as much as 60% of
its maximum SIE. This suggests substantial SIE in the Para-
benzyne radical anion.

To test this assumption, we computed energy differences
between the D2h and C2v minima (using the CCSD optimized
geometries) employing functionals with a varying fraction of
HF exchange. The results are shown in Fig. 8. The trend is
clear: the relative stabilization of the D2h structure is inversely
proportional to the fraction of the HF exchange in the func-
tional, and, consequently, is proportional to SIE. Combin-
ing different correlation functionals with the fixed fraction
of the HF exchange has little effect on the �E’s, for exam-
ple, all functionals with 0% HF exchange yield approximatly
the same D2h-C2v enegry separition. Therefore, we conclude
that for DFT, the strengths of vibronic interactions and, con-
sequently, a relative ordering of the D2h and C2v structures,
are governed by SIE. Thus, B3LYP yields the right structure
for the “wrong reason”. Therefore, it is not at all surprising
that the quality of the B3LYP structure and the shape of PES
is relatively poor, as follows from the comparison of the com-
puted photoelectron spectrum with the experimental one. In
DMX−, B3LYP yields the wrong structure, but for the same
“right reason” (SIE). Therefore, B3LYP (or any functional
with SIE) is not a reliable method for the systems with strong
vibronic interactions that affect charge localization patters, or
when the interacting states are characterized by considerably
different charge distributions.

7 Calculation of electron affinities of p-benzyne

Different strategies for calculating electron affinities in prob-
lematic open-shell systems were discussed in Ref. [26]. The
simplest “brute-force” approach, i.e., to take the difference
between the total energies of the anion and the neutral cal-
culated at the same level of theory, can give accurate values
only if the errors in the corresponding total energies are very
small (which can be achieved only at very high levels of the-
ory), or if both species are described on the equal footing by
the method and errors in the total energies cancel out. The
latter is difficult to achieve in the case when both the neu-
tral and anion wave functions have a complicated open-shell
character. For example, the singlet state of the diradical is
significantly multi-configurational and it would be described
less accurately than the anion by single reference methods.
The triplet state of the diradical, however, is single-configura-
tional and can be described by single-reference methods with
approximately the same accuracy as the doublet. Thus, trip-
let EAs calculated by energy differences employing corre-
lated single-reference methods are more reliable than singlet
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EAs. The latter can be accurately computed by subtracting
the experimental (or a calculated by an appropriate method)
singlet—triplet gap from the calculated triplet electron affin-
ity. This approach was used for calculating EAs of triradi-
cals [45,26] and diradicals [50]. Below we demonstrate that
this scheme in the spirit of isodesmic reactions indeed yields
accurate singlet EAs.

EAs calculated at different levels of theory for the sin-
glet and the triplet states of the diradical are presented in
Table 4 and Fig. 13. The first two columns present trip-
let and singlet EAs computed by energy differences. The
last column presents singlet EA calculated from the cor-
responding triplet EA and the best theoretical estimate of
the singlet–triplet gap. For the triplet state, which is pre-
dominantly single-configurational, even relatively low level
methods using a moderate basis, e.g., B3LYP and MP2 in
6-311+G**, yield reasonable EAs, e.g., within 0.11 and 0.07
eV from the experiment, respectively. For the singlet state,
however, EAs calculated by DFT and MP2 are 1.03 and 0.67
eV off, because these methods are not appropriate for the
multi-configurational wave function of the singlet. Note that
such brute-force approach reverses the states ordering in the
diradical even at the CCSD level. For both states coupled-
cluster methods, especially with triples’ corrections, are in
a reasonable agreement with the experimental values. For

Table 4 Electron affinities (eV) of the a3B1u and X1Ag states of the
Para-benzyne diradical

Method Triplet EA Singlet EA Singlet EAa

Experiment 1.430 1.265

Experiment-ZPE 1.375 1.140

6-311+G** basis

B3LYP 1.481 2.172 1.310

UHF −0.994 2.679 −1.165

UHF-MP2 1.547 0.467 1.376

UHF-CCSD 0.893 1.659 0.722

UHF-CCSD(T) 1.207 1.085 1.036

ROHF −1.148 2.356 −1.319

ROHF-MP2 2.053 0.914 1.882

ROHF-CCSD 0.872 1.629 0.701

ROHF-CCSD(T) 1.216 1.094 1.045

OO-CCD 0.875 1.644 0.704

OO-CCD(T) 1.210 1.080 1.039

aug-cc-pVTZ basis

ROHF −1.199 2.297 −1.370

ROHF-MP2 2.266 1.010 2.095

ROHF-CCSD 0.998 1.766 0.827

ROHF-CCSD(T) 1.395 1.258 1.224

a Calculated by using triplet EA and the singlet–triplet gap from Ref.
[51]
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Fig. 13 Adiabatic electron affinities calculated by energy differences
for the singlet (top panel) and triplet (bottom panel) state of the Para-
benzyne diradical

example, ROHF-CCSD(T) is within 0.16 eV for triplet and
within 0.05 eV for singlet.

For quantitative thermochemical results, larger basis sets
are required. We performed additional coupled-cluster cal-
culations with the aug-cc-pVTZ basis (see Table 4). EA for
the triplet calculated by CCSD(T) is within 0.02 eV from
the experimental one, as expected for this method. However,
the singlet CCSD(T) value is 0.12 eV off, because of the
poor description of the multi-configurational singlet state by
ground-state single-reference methods.

By employing the best theoretical estimate for the sin-
glet-triplet gap in para-benzyne, i.e., 0.171 eV from Ref.
[51], singlet EA calculated from the CCSD(T) triplet value is
within 0.08 eV from the experiment, as compared to 0.12 eV
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for the brute-force approach. As follows from the excellent
agreement of triplet EA, the accuracy of singlet EA can be
improved by refining the value of the singlet–triplet gap.

8 Conclusions

The shape of ground-state PES of C6H−
4 is strongly affected

by the vibronic interactions with a low-lying excited state.
The magnitude of vibronic interactions depends crucially on
the the energy gap and couplings between the interacting
states. Complicated open-shell character of the wave func-
tions of the interacting states and HF instabilities challenge
ab initio methodology: the shape of PES along the vibronic
coupling coordinate differs dramatically for different meth-
ods. For example, many wave function based methods predict
vibronic interactions to be strong enough to result in a lower-
symmetry C2v minimum, in addition to the D2h structure.
EOM-SF-CCSD and B3LYP predict only a single minimum,
however, the curvature of the surface is quite different.

The degree of this symmetry lowering can be quanti-
fied by structural parameters (e.g., the magnitude of nuclear
displacements), charge localization and the resulting dipole
moment, as well as energy difference between the two min-
ima. We found that the magnitude of symmetry breaking (as
characterized by the above metrics) decreases when higher-
level methods are employed. For example, the dipole moment
of the C2v structure decreases in the HF→CCSD→EOM-
EA-CCSD series. Likewise, coupled-cluster methods with
triples corrections as well as EOM-EA/SF-CCSD predict that
D2h is a lower energy structure. Moreover, EOM-SF pre-
dicted only D2h minima. Calculation of the potential energy
profiles along the D2h→ C2v distortion and the stability anal-
ysis of UHF references allowed us to attribute the lower-
symmetry minimum to the incomplete treatment of electron
correlation and UHF instabilities.

The quality of D2h structure was assessed by compar-
ing the computed photoelectron spectrum against the exper-
iment. The spectrum calculated using the CCSD description
of the anion and the triplet diradical and the SF-DFT results
for the singlet diradical is in an excellent agreement with
the experimental one, which is particularly encouraging in
view of its dense and complicated nature. The spectrum cal-
culated using the C2v geometry and frequencies is markedly
different, which allows us to rule out the C2v structure.

As pointed out in earlier studies [16], B3LYP appears
to be robust w.r.t. this artefactual symmetry breaking, and
yields only D2h structure. The analysis of the structure and
the potential energy profile along the D2h→ C2v distortion
reveals that the structure and the curvature are considerably
different from those calculated by reliable wave function
methods. Moreover, the computed spectrum differs signifi-
cantly from the experimental one. The shape of the surface,

as well as the corresponding harmonic frequency reveals that
B3LYP underestimates the magnitude of vibronic interac-
tions, as pointed out earlier by Crawford and coworkers [21].
Further analysis allowed us to attribute the failure of B3LYP
to the self-interaction error. A similar behavior (that yielded
seemingly different result) was observed in DMX−, where
SIE resulted in B3LYP overestimation of vibronic interac-
tions and, consequently, a lower symmetry structure. In both
cases, large SIE originates in significant changes in charge
localization patterns along symmetry breaking coordinate.
Thus, B3LYP is not a reliable method for systems where
vibronic interactions are coupled to different charge locali-
zation patterns, as happens in distonic radical and diradical
anions.
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